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Introduction

In the past five years, the COVID-19 pandemic has had a huge and 
lasting impact on the public's health, economy, and society. 
Many experts and scholars in various fields are studying the impact of 
COVID-19 on various aspects of society. 
Metaphor analysis is crucial in various discourses, as it is not only 
a rhetorical device but also a tool for expressing complex ideas 
using relevant terminology. 
In the context of online news discourse, metaphors can evoke public 
emotions, shape citizens' perceptions, and guide the interpretation of 
social phenomena (Lakoff&Johnson, 2008; Pragglejaz Group, 2007; Steen 
et al., 2010；Ahrens & Zeng, 2022). 
Sentiment analysis is useful and effective in news texts. This study 
aims to investigate the role of topic modeling, sentiment and 
metaphors in addressing the COVID-19 issues in the news discourse in 
H n  K n



Introduction

Understanding the functions of topic modeling, sentiment 
and metaphors in news discourse can establish COVID-19 
perception. 

focuses on the relationship between sentiment analysis and 
words associated with metaphors.
 
It contributes to the field with practical implications by 
providing a detailed topic modeling, sentiment and 
metaphor analysis of COVID-19 discourse in the context of 
Hong Kong.  
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Literature review

In today's era of information explosion, textual data is ubiquitous in our 
digital lives, ranging from comments on social media to product reviews on e-
commerce platforms, and extending to articles in academic journals and reports 
from news media (Jelodar et al., 2019). 

The text can be  book chapters, emails, news, journal articles, and any type of 
unstructured text (Jelodar et al., 2019). 

Latent Dirichlet Allocation (LDA) is an unsupervised machine learning technique 
widely used in the field of natural language processing, aimed at uncovering 
the hidden semantic structures within text documents, known as "topics." 

In LDA, a "topic" is understood as a pattern that associates words in the 
vocabulary with their frequency of occurrence in documents. 

Through topic modeling, researchers can identify key concepts in large 
collections of documents and classify and annotate documents accordingly, 
providing valuable insights into large corpora, including the content of 
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Literature review
Sentiment analysis is a sophisticated process that includes the
examination of positive and negative emotions. It also represents an
intellectual endeavor to extract feelings and sentiments from textual
data (Bhardwaj et al., 2024; Saberi & Saad, 2017).
This intricate procedure employs natural language processing, text
analysis, and statistical methods to assess human emotions and
categorize them into various classifications.
Sentiment analysis systems are increasingly being utilized across
numerous economic and social domains, as opinions and perspectives are
fundamental to nearly all human activities.
Furthermore, sentiment analysis serves as a crucial component for
comprehensive investigations in several real-world applications, such
as forecasting stock market trends (Khan et al., 2022) and monitoring
mental health conditions (Benrouba & Boudour, 2023).
These insights offer a panoramic view of the populace across diverse
social and economic sectors, enabling relevant organizations to
implement reforms accordingly.



Reviewing the past research achievements, we find that
most studies have focused on analyzing the characteristics
of specific stages of COVID-19 pandemic news, while
comprehensive studies covering the entire pandemic period
are relatively few.

In the fields of topic modeling, sentiment analysis, and
metaphor analysis, in-depth exploration of the corpus
throughout the entire COVID-19 period will help us obtain
a comprehensive analysis of COVID-19 news coverage.

F u r t h e r m o r e , f e w s t u d i e s h a v e e x p l o r e d t h e
interrelationships between these three analytical methods.
Therefore, this study conducts a detailed discussion of
these three methods, hoping to contribute to metaphor
research in the field of journalism

Research gap
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Research Questions

1. How do COVID-19 topics in Hong Kong news discourse 
change over time?

2. How do news writers’ attitudes towards COVID-19 
pandemic and measures change over time?

3. How does use of COVID-19 metaphors in Hong Kong news 
discourse change over time? 



Methodology



This research examines news articles from the online Hong 
Kong Free Press website at https://hongkongfp.com/comment-
analysis/. 

A total of 3,352 articles related to COVID-19 were 
collected using a web crawler, implemented in Python with 
the Requests library. 

A web crawler, also known as a web spider, web robot, or 
web chaser, is a program or script designed to 
automatically gather information from the internet 
according to specific rules.

Corpus creation



Data cleaning and pre-processing

To begin with, the marked data is segmented, as the dataset utilized 
in this study consists of English textual information.
English text employs spaces as delimiters, making it relatively 
straightforward to distinguish words; thus, explicit text 
segmentation is not performed here.
Certain terms within the text may lack substantive meaning, such as 
onomatopoeia and articles.
Commonly encountered meaningless words in English texts—referred to 
as stop words—include “a,” “an,” and “and.” 
The scope of stop words varies depending on the specific domain of 
the text being processed; therefore, it is often necessary to 
customize stop word sets to enhance processing quality.



LDA topic modeling

Firstly, a corpus containing multiple news articles was collected and 
organized. To ensure the validity of the data, strict preprocessing 
steps were implemented. This stage involved removing meaningless 
characters such as punctuation marks and numbers, as well as performing 
word segmentation and eliminating stop words.

For the selection of stop words, both common English stop word 
libraries and characteristics specific to news texts were utilized. 
Additionally, certain vocabulary (e.g., "COVID-19,"  "Hong Kong," etc.) 
was customized to further optimize the model's performance. The 
resulting preprocessed text is more concise, helping to reduce noise 
interference in topic analysis.

Next, a Bag-of-Words model was employed to convert the text into feature 
vectors for input into the LDA model. During the construction of the 
Bag-of-Words model, thresholds for maximum and minimum document 
frequency were established to filter out overly frequent or rare words. 

         



LDA topic modeling

The Coherence Score is a metric used to evaluate the quality of topics 
generated by topic modeling algorithms, particularly Latent Dirichlet 
Allocation (LDA) and other probabilistic models. It provides a measure of 
how interpretable and coherent the topics are, which is crucial for 
understanding and using the results of topic modeling effectively. 

Perplexity is a measure of the performance of a language model or a topic 
model, reflecting the model's predictive ability on test data. The lower 
the perplexity, the more accurate the model's prediction and the better the 
clustering effect.

The formula for calculating perplexity is:



Sentiment analysis

The TextBlob tool for sentiment analysis provides, in 
addition to the polarity score, a subjectivity score. The 
subjectivity score ranges from [0.0, 1.0], where 0.0 
indicates a very objective (factual) stance, and 1.0 
indicates a very subjective (opinionated) stance (De Smedt 
& Daelemans, 2012; Wicke & Bolognesi 2021).

Assuming that the non-linear correlation between time and 
polarity fits better (R2: 0.356, p<0.001, f-
statistic=26.81) and explains 35.6% of the variance. It is 
worth noting that higher polynomials provide better 
fitting, but they cannot serve our survey to determine a 
simple trend and can overfit our data. 



Metaphor analysis

MIPVU
The metaphor identification tool used in this study is MIPVU developed by 
Steen et al. (2010). The main steps are as follows: 
(1).After determining the basic meaning of each keyword with help of the 
Oxford English Dictionary, read the text carefully to determine the 
contextual meaning of these keywords; 
(2). Determine whether there is a difference between the basic meaning and 
contextual meaning of these words;
(3). Investigate whether there is a similarity relationship between 
referents of basic meaning and contextual meaning of these words. 
If so, this word is a "metaphor-bearing word". 
By determining the semantic domain to which the metaphor-bearing word 
belongs, that is, the source domain in the conceptual metaphor, the mapping 
relationship between the source domain and the target domain in the 
metaphor model is constructed.
(4). During the whole process, Antconc Software, Python, and Wmatrix are 
used to assist MIPVU in obtaining more accurate metaphor analysis results.

 



Metaphor analysis

Source domain verification 
After obtaining all potential metaphorical keywords in the corpus, these 
keywords were verified to see if they can indeed be classified under the 
source domain (Ahrens & Jiang, 2020). The source domain verification 
procedure proposed in the previous study were strictly followed. the 
meaning and category of the keyword in WordNet-SUMO(Suggested Upper Merged 
Ontology, http://ontology.teknowledge.com) or the dictionary were 
determined and were made sure that they match.

Inter-coder reliability 
Two coders in linguistics finished the coding, such as the categarization 
of metaphorical instances and identification of source domains. They had 
been trained before they could independently analyze the data. They 
discussed and resolved ambiguous cases after reliability testing. The 
subset of each reliability analysis varies between 10% and 25% of the 
entire data set (Wimmer & Dominick, 2011). Cohen’s kappa coefficient was 
used in this study to ensure the objectivity and accuracy of metaphorical 
analysis in this research. 



Results and discussion
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Sentiment analysis

When analyzing the above Figure, the first thing is
the relationship between emotional Polarity and
subjectivity. The figure shows the distribution of a
large number of text data points, with the horizontal
axis representing emotional Polarity and the vertical
axis representing subjectivity.
From the overall distribution, most of the data points
are concentrated in the range of Polarity from -0.2 to
0.4, and the value of Subjectivity is roughly between
0.2 and 0.5.
This distribution indicates that the vast majority of
texts have neutral or slightly positive emotional
tendencies, while the subjectivity of these texts



Sentiment analysis

Overall, this scatter plot provides us with
preliminary insights into the distribution of textual
emotions and subjectivity, emphasizing the neutral
tendency of textual emotions and their relatively low
subjective expression.

In the subsequent analysis, it is possible to further
explore how the emotions and subjectivity of these
texts change in different contexts, in order to obtain
a more comprehensive understanding.



Sentiment analysis

R2 value is 0.00798 

R-squared (R-squared), also known as the coefficient of determination, represents the 
proportion of the total variability in the dependent variable that's explained by the 
independent variables in a regression model. The range of R-squared values is from 0 to 1, 
with values closer to 1 indicating a better fit of the model. 

In sentiment analysis, R-squared is a statistical measure used to assess the degree to 
which a model fits the data. It represents the ratio of the variability in the predicted 
sentiment scores explained by the model to the total variability in the actual sentiment 
scores. A high R-squared value implies that the model can explain a significant portion of 
the variability in the data, while a low R-squared value suggests that the model's 
predictive power is weak.

Based on search results, we can see that in some applications of sentiment analysis, the 
R-squared value can be very high, close to 1, indicating that the model can For example, in 
a provided example, a model's R-squared value reached 0.90000000, demonstrating a high 
level of accuracy in predicting sentiment. However, in another case, the R-squared value 
was very low, almost 0, indicating that the model's predictive capabilities are very 
limited. These values show that R-squared is an important metric for evaluating the 
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Sentiment analysis

It reveals the distribution of sentiment polarity and
subjectivity, which provides important insights.
Firstly, the sentiment polarity histogram on the left reveals
that the distribution of data roughly follows a normal
distribution pattern.
The majority of the text's Polarity values are concentrated
around 0, slightly biased towards the positive side.
This indicates that emotional expressions in the analyzed text
samples tend to be neutral or slightly positive, while the
number of texts with negative emotions is relatively small.
This distribution may reflect the balance and neutrality of the
text content, possibly due to the emphasis on objectivity in
writing and avoiding strong emotional tendencies.



Sentiment analysis

The subjective distribution map on the right also shows a shape
close to normal distribution, but its peak is slightly shifted
to the right, concentrated between 0.3 and 0.4.

This means that the subjectivity of most texts is in a
moderately low range, indicating that these texts are more
based on facts, and although there is a certain degree of
subjective expression, overall, they still maintain relative
objectivity.

It is worth noting that the number of texts with extreme
subjectivity or extreme objectivity is relatively small,
further indicating the moderate expression of subjectivity in
the content of the text



Sentiment analysis

Comparing the two distribution maps, the analyzed text exhibits a
tendency that most texts are emotionally mild and biased towards
neutrality while also being moderately subjective in expression. This
feature may be related to the type of text, especially if these texts
are essentially objective content such as news reports or academic
articles. So, the gentleness of emotions and the objectivity of
expression complement each other, making the overall text present a
stable and impartial style.

Overall, these distribution maps provide us with important information
about text emotions and expression styles, indicating that balance and
neutrality are dominant features in these texts.

In further research, it can be explored whether these features have
consistency across different categories of text, or whether there are
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Sentiment analysis

On July 10 2023, the booking volume of Hong Kong's tourist tickets
exceeded expectations by giving away free tickets, and the tourism of
Hong Kong was revitalized and promoted again after the pandemic. In
the meanwhile, to boost the city's morale and economy, the government
has launched an HK $20 million "Happy Hong Kong" campaign. These
measures by the Hong Kong authorities demonstrate that they are
determined to revive economy and thus also show optimism and positive
feelings. For example:
Airline HK Express will launch its free flight giveaway at 10. 30 am
on Tuesday, with round-trip tickets to destinations in Japan, South
Korea, Thailand, Vietnam, and Taiwan on offer – the latest phase of a
campaign aimed at rebooting tourism after years of Covid travel
restrictions. Open to people living in Hong Kong, HK Express’s
campaign is giving away 21,626 complimentary tickets to 19 Asian
destinations from July 11 to July 24 on a first come, first served



Sentiment analysis

The second highest value is 0.0220, and the date is June 2023. On June
14 2023, Hong Kong authorities planned to introduce 20,000 laborers
and workers to deal with a labor shortage in the wake of the pandemic.
This reveals that Hong Kong's economy is generally recovering and
improving to some extent. For instance:
Hong Kong is set to import around 20,000 workers in a bid to alleviate
the labour crunch in the construction, transport and aviation sectors,
the government has announced.......The low-skilled labour force fell
by around 160,000 people, Secretary for Labour and Welfare Chris Sun
said. “Therefore, after the return to normalcy, many industries in
Hong Kong are facing the challenge of labour shortages,” he said.



Sentiment analysis

The lowest value is -0.0023, and the date is December 2020. On December 24
2020, due to the coronavirus, the number of infections and deaths in many
countries rose, such as Brazil. Meanwhile, almost every government and agency
invested a lot of funding and resources in developing an effective vaccine.
Here is an instance:
Clinical trials of the CoronaVac coronavirus vaccine developed by Chinese
laboratory Sinovac have “reached the efficacy threshold” demanded by the
World Health Organization, the Brazilian institute charged with its production
and distribution said on Wednesday. However, the Butantan Institute didn’t
publish the results of those trials — the last before authorization. ......
Immunization has been a highly politicized issue in Brazil , where far-right
President Jair Bolsonaro has repeatedly said he won’t take a vaccine while
he’s also tried to discredit the CoronaVac jab. The Butantan Institute is
supported by Sao Paulo state, whose governor Joao Doria repeatedly clashed
with Bolsonaro over the country’s coronavirus response and is expected to
challenge the incumbent in the 2022 presidential elections. Brazil has
suffered the second-largest number of coronavirus deaths in the world after



Metaphor analysis

WAR Keywords Lemmas of WAR Keywords

PROTECTION protect protects protected protecting
protectio

n protections
FIGHT fight fights fought

STRATEGY
strateg

y
strategies

COMBAT combat combats combating

VICTORY victory victories
WAR war wars

THREAT threat threats threaten threatens
threatene

d threatening

VIOLENCE
violenc

e
violent

STRUGGLE
struggl

e
struggles struggling struggled

ATTACK attack attacked attacking



Metaphor analysis

The figure shows the standardized number of positive and
negative WAR keywords per 10,000 words during the time
period between 2019 to 2024. From January 2021 to June
2022 is the peak period of positive words in the chart.
In other words, it is also the most positive stage for
words associated with metaphors.
In the period, the most frequent use of positive words
about war metaphors, such as protect, strategy, fight,
and so forth, in news texts is aimed at boosting the
public's confidence in winning the fight against COVID-19
and overcoming the fear of the virus.
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Discussion

Sentiment analysis reflects the emotional disposition towards the
novel coronavirus epidemic. The changing trend of the direction. In
general, the news have an toward the COVID-19 pandemic. The overall
fluctuation is small, and the objectivity of the new is strong.

The overall emotional Polarity in five years from 2019 to 2024 in
the corpus was slightly positive (>0). Polynomial regression
reveals that the average mood becomes increasingly positive from
2021 to 2024, while it drops softly from 2019 to 2021.
From 2019 to 2021, the general attitude of the news tended to be
slightly negative and pessimistic.



During this period, many countries were under lockdown,
and authorities typically implemented strict quarantine
measures. At the same time, there were new deaths and
infections every month. These made the public fearful of
the unknown. But proactive protective measures and the
promotion of vaccines have also given people confidence
and hope, so the emotional inclination is slightly
pessimistic.

With the gradual reduction of infections and deaths,
large-scale public events such as music festivals have
resumed, and most citizens have been vaccinated in an
orderly manner. News attitudes toward the pandemic have

gradually become optimistic.

Discussion
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